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Abstract  
 
Diabetes, a chronic illness causing serious health problems, affects millions of people globally. With cases expected 
to rise, effective strategies for managing, detecting, and preventing the disease are essential. Artificial intelligence 
(AI) and machine learning (ML) have become powerful allies in this fight. These advancements aid in the automated 
detection of eye complications (retinopathy), supporting clinical decisions, identifying high-risk populations, and 
empowering patients to manage their health.  The significant public health challenge of diabetes in Zimbabwe, 
impacting all demographics, highlights the need for better solutions. This research aims to develop a precise predictive 
model for diabetes using the CRISP-DM methodology. Machine learning techniques like random forest, Naive Bayes, 
XGBoost, decision trees, and support vector machines, were used to predict the presence of diabetes. The results 
revealed that the random forest approach outperformed other models, demonstrating a larger area under the curve 
(AUC). 
 
Keywords 
Machine Learning (ML), Artificial Intelligence (AI), Diabetes care, Random Forest, Naive Bayes, XGBoost, Decision 
Trees, Support Vector Machines.  
 
1. Introduction  
Diabetes is a chronic illness that has grown to be a significant global public health concern (Hanlon et al. 2020). 
Diabetes caused around 1.5 million deaths in 2019 and is predicted to cause 5 million deaths by 2030 (Wou et al. 
2019). This translates to a significant burden on healthcare systems, with global costs reaching billions of dollars. The 
disease is particularly concerning in low- and middle-income countries (Tripathi et al. 2022). The World Health 
Organization (WHO) warns of a diabetes crisis, with millions already affected, especially in developing countries and 
these numbers are expected to climb even higher in the coming years (Mozaffarian 2020). 
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Diabetes has reached epidemic proportions globally, with over 400 million people currently affected and a projected 
increase to over 600 million by 2040 (Ong et al. 2023). It is acknowledged that diabetes is one of the most common 
health issues in the globe (Mpofu et al. 2024). Diabetes a non-communicable disease, requires smart ways to manage 
it (Maguraushe and Ndayizigamiye, 2024). Smart technologies for monitoring diabetes such as the Internet of Things 
are under-researched for continents such as Africa. Yet, it has been observed that this continent will have one of the 
main rates of diabetes prevalence and that its resources are insufficient to manage this illness (Mutunhu et al. 2022). 
In Zimbabwe, the diabetes prevalence stands at approximately 9.6%, surpassing the global average of 8.5% 
(Arokiasamy et al. 2021).  Several factors contribute to the high prevalence of diabetes in Zimbabwe, factors as 
poverty, limited healthcare options, and unhealthy diets rich in processed carbs and fats (Mureyi et al. 2022). As a 
result, diabetes is a key public health issue in Zimbabwe, with a high burden of morbidity and mortality. Unfortunately, 
the affordability of diabetes management creates a significant obstacle to controlling and preventing the disease 
(Mureyi et al. 2022). There is a significant need for improved predictive models, personalized treatment plans, and 
analysis of health data in Zimbabwe (Gona et al. 2021). Currently, there is a lack of effective predictive models for 
diabetes risk, which makes it difficult to target prevention and treatment efforts (Sun et al. 2022). There is also a lack 
of personalized treatment plans, therefore patients often do not receive the optimal care for their needs (Mureyi et al. 
2022). Additionally, technologies such as the Quantified-Self, have not been comprehensively researched in fostering 
diabetes self-care because of awareness issues (Mutunhu et al. 2024). Moreso, there is limited access to health data, 
which makes it difficult to identify trends and make informed decisions about diabetes management and prevention 
(Mureyi et al. 2022). Therefore, addressing these gaps might lead to significant improvements in diabetes outcomes 
in Zimbabwe. Improved diabetes management and prevention could have significant benefits for individuals, 
communities, and the health system in Zimbabwe (Ernersson et al. 2023).  The World Bank (2021) reports that the 
prevalence of diabetes in Zimbabwe is 2.1% for people aged 20 to 79. The most recent data from the World Health 
Ranking (2020) revealed that diabetes-related fatalities in Zimbabwe reached 3344 in 2020, making it the country's 
sixth most common cause of death.  
 
Poised with this global threat this research proposes the use of machine learning algorithms for predicting diabetes. 
Machine learning is growing in popularity as more research is conducted in the field of medicine. At this point, clinical 
decision support systems can incorporate it because of its sufficient effectiveness (Mukura and Ndlovu 2023) . Given 
the importance of early diabetes detection and the abundance of machine learning algorithms available, a thorough 
comparative study is necessary to determine the best method for this predictive task. This research aims to provide 
significant insights into the strengths and weaknesses of random forest, Naive Bayes, XGBoost, decision trees, and 
support vector machines in the context of diabetes prediction by evaluating performance and time complexities for 
each technique. In addition to adding to the body of knowledge in the field of machine learning for healthcare 
applications, the comparative analysis's conclusions will be useful in assisting researchers and healthcare professionals 
in choosing the best algorithm for diabetes risk assessment. Ultimately, this study's findings may lead to better health 
outcomes for those who are at risk by facilitating prompt interventions, enhancing early identification, and improving 
overall diabetes care.  
 
The paper is organized to flow logically: Section 1 lays the groundwork with background information, Section 2 dives 
into previous research, Section 3 details the chosen methods, Section 4 explains how data was collected, and the final 
section presents the findings and analysis. 
 
2. Literature Review 
Predicting diabetes is a difficult undertaking that necessitates examining several variables and how they interact. With 
the advent of machine learning algorithms that can handle big datasets, capture non-linear correlations, and produce 
reliable predictions, they have attracted a lot of attention in this field. Lai et al. (2019) built a model to predict diabetes 
risk in Canadians. This model analyses patient data like age, gender, blood pressure, cholesterol levels, and blood 
sugar levels to identify those most likely to develop the disease. Deep comprehension of medical data, prognosis, and 
disease diagnosis are made possible by data mining applications in the healthcare industry (Tripathi et al. 2022).  For 
example, it could offer a clearer knowledge of the relationship between several chronic illnesses, like diabetes, which 
is a main health issue and a leading cause of death (Sharma et al. 2016). 
 
Data mining techniques play a major role in data analysis. By combining machine learning, artificial intelligence, 
statistics, and database approaches, data mining is the process of identifying patterns in enormous data sets (Song et 
al. 2021). Researchers are currently focusing a lot of effort on creating AI-based instruments and procedures 
appropriate for tracking and managing chronic illnesses. In particular, ML models have been extensively used to 
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estimate the likelihood of a disease developing under different assumptions or risks (Standl et al. 2019). Support vector 
machines, artificial neural networks, and decision trees are some potent machine-learning technologies that can be 
applied to this problem. Priyadarsini and Titus (2020) classified the patients into diabetic and non-diabetic groups 
using supervised machine learning algorithms whilst Rama and Prasad (2022) forecasted the beginning of diabetes, 
used an ensemble-supervised learning strategy. Five popular classifiers were chosen for the ensembles, and the outputs 
were aggregated using a meta-classifier. Carpinteiro et al (2023)  study explored how well different machine learning 
techniques (SVM, Logistic Regression, and ANN) can predict diabetes early on. The ultimate goal was to develop a 
smart system for diabetes prediction using patient data, similar to the approach proposed by Sakib et al. (2021) who 
suggested data mining for this purpose. 
 
Hasan et al. (2020) and Zou et al. (2018) highlighted the vast amount of research on data mining techniques for 
diabetes detection and prediction. This field encompasses developing new techniques, analyzing their performance, 
and reviewing existing methods. Similarly, Zhu et al. (2021) conducted a comprehensive review of data mining in 
diabetes research. These studies demonstrate that data mining is a crucial tool for managing blood sugar levels 
(glycemic control) and holds great promise for future advancements. Predictive models for diabetes can play a key 
role in early detection and treatment. These models, like those developed using logistic regression Daghistani and 
Alshammari (2020) or for undiagnosed cases Ong et al (2023) can identify individuals at high risk of developing the 
disease. This early identification allows doctors to screen for pre-diabetes and choose the most appropriate treatment 
plan for each patient (Liu et al. 2023). 
 
Based on the analysed research this research acknowledges the works done by previous research however, there are 
still missing gaps in the literature. The following gaps were discovered in the previously reviewed literature on 
diabetes treatment management. The study by Priyadarsini and Titus (2020) lacks evaluation of novel machine 
learning algorithms for diabetes prediction. Ong et al (2023) extracted the techniques used for the evaluation of 
machine learning methods developed for the prediction of diabetes complications such as the temporality of prediction, 
the risk of bias, and validation metrics. The objective was to prove whether machine learning exhibited discrimination 
ability to predict and diagnose diabetes. Although this ability was confirmed, the authors did not report which machine-
learning model produced the best results. Consequently, another study by Zhu et al. (2021) lacks data availability, 
which can make deep learning model construction and assessment more difficult. Interpretability and transparency are 
important for acceptability and confidence in healthcare settings, so this can be concerning. Thus, there is a need for 
research to investigate and create methods to enhance deep learning models' interpretability in diabetes care. One way 
to do this could be to look at ways that show and explain how deep learning models learn representations and make 
decisions.  This study will utilize five machine learning techniques that offer insights into the characteristics and 
elements that influence the predictions to counter these aforementioned shortcomings.  
 
3. Methods  
Cross-Industry Standard Process (CRISP-DM) data mining was employed in this research. This standardized process, 
known as data mining, allows researchers to uncover patterns, trends, and connections hidden within large datasets 
(Zia et al. 2022). The CRISP-DM approach was used because of its practical experience with industrial data mining 
and because it is thought to be appropriate for industrial projects among related process models (Studer et al. 2021). 
The procedure is broken down into six steps: data preparation, business understanding, deployment, modeling, 
assessment, and deployment. 
 
Predicting the diagnosis of each patient and the clinical support that will be given to them are the primary goals of the 
business understanding phase. Other goals include estimating the classification of a particular diabetic patient and 
evaluating the influence of each variable on this characterization. The “PIMA” dataset, which includes information 
on Indians with both positive and negative diagnoses for diabetes, was taken from the internationally renowned 
intensive care unit (ICU) repository after being extracted. In the following chapter, the central tendency imputation 
technique was used to obtain clear data after the missing data had been located. Data balancing procedures, coding, 
and data structuring was done to prepare the data utilised by the models. The Support Vector Machine, Random Forest, 
XBoost, Naive Bayes and Decision Tree models were assessed using a confusion matrix, accuracy, recall, and 
precision. To determine whether the models were appropriate for the dataset and development of the model, the models 
underwent a comprehensive evaluation. 
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4. Data Collection  
The data for the study was from the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK). The 
authors retrieved the data from Kaggle, a popular online platform. Kaggle hosts machine learning competitions where 
data scientists test their skills by building models for various datasets.  Kaggle offers a vast collection of datasets, code 
examples, and tutorials, making it a valuable resource for anyone working with data analysis or machine learning. The 
collected data was securely stored on an encrypted laptop, and any patient-identifiable information was removed to 
uphold confidentiality. Feature engineering techniques were applied to identify and include the most influential 
features that contribute to the desired outcome.  
 
4.1 Data quality assessment  
The assessment of data quality, which was carried out utilizing the six data quality magnitudes, yielded the following 
results: 
 
Relevance: The dataset underwent an evaluation to ascertain the relevance of its included features for predicting 
diabetes outcomes. Additionally, deliberations were undertaken regarding the potential necessity of supplementary 
data sources or variables to augment the predictive efficacy of the model. 

Granularity: The data was aggregated at an appropriate level for the predictive modelling task. 

Interpretability: The data can be easily understood and analysed by stakeholders. The data was well-organized and 
used consistent formats. The data types were accurate, and the variable names were clear and easy to understand, 
labels, and units of measurement, as well as the documentation or metadata provided with the dataset. 

Timeliness: The data is up-to-date and relevant for the predictive modelling task, and it aligns with the target 
population or timeframe of interest. 

Integrity: Given their origin from reputable sources, the data is considered to have minimal errors or inconsistencies. 

Accuracy: Data was considered reasonably accurate since it originated from the recording institutions. It was assumed 
that all data underwent a quality assurance process. 

5. Results and Discussion  
The data was analysed with Python software through the use of machine learning algorithms. Some packages were 
installed before the study, such as Scikit-learn, NumPy, and Pandas, to help with modelling and data manipulation. 
The features and organization of the dataset were discovered using exploratory data analysis utilizing techniques like 
describe(), info(), and shape(). A basis for more data analysis and modelling was established by these actions. 
 
5.1 Results  
The correlation heatmap (Figure 1) offers important information on the variables impacting diabetes. The correlation 
shows the movement trend of two values about each other, as shown in Figure 1 the correlation coefficient matrix 
between the features is shown. Most of the features have a positive correlation with the outcome value. Older women 
tend to have had more pregnancies, and this can increase their risk of type 2 diabetes. There are a few reasons for this. 
First, some women develop gestational diabetes during pregnancy, which can raise their future risk of type 2 diabetes. 
Second, pregnancy can make the body less sensitive to insulin (insulin resistance). Over time, with more pregnancies, 
this reduced sensitivity can build up and increase the risk of type 2 diabetes. Finally, as women age, their bodies 
naturally become less efficient at processing sugar (glucose metabolism). All these factors combined can significantly 
raise the risk of type 2 diabetes in women who have had multiple pregnancies later in life. 
 
Another significant finding is the moderate correlation between BMI and skin thickness. This implies that as an 
individual's body mass index increases, it is often accompanied by a higher percentage of body fat. This accumulation 
of subcutaneous fat can lead to thickening of the skin's layers, particularly the dermis. While the correlation between 
BMI and skin thickness is not absolute, as individual variations exist, the underlying physiological mechanisms 
provide a reasonable explanation for the moderate positive relationship observed between these two factors. The 
degree of this correlation can be influenced by age, genetics, and other individual characteristics. Additionally, these 
findings show that the dependent variable class moderate correlation with Glucose. This means that as diabetes 
progresses or worsens, there is a corresponding increase in glucose levels, but the relationship is not perfectly linear. 
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Figure 1. Correlation Heatmap 

 
The findings show that blood pressure has a weak correlation, which means it might be less significant for prediction. 
High blood glucose levels are a primary indicator of diabetes, so this strong correlation is expected and reinforces the 
importance of glucose level as a predictor. If the glucose feature shows a high positive correlation with 'diabetes', it 
indicates that higher glucose stages are connected with an improved likelihood of diabetes. Additionally, a weak 
positive is found between glucose and insulin levels. A high positive correlation between glucose and insulin might 
indicate that these two features are related, possibly due to the body's response to regulating blood sugar levels. While 
both are important predictors, this could lead to multicollinearity, which might affect model performance if both are 
included without consideration. This suggests that factors such as blood pressure, and body mass index may have 
varying degrees of impact on diabetes, with other variables like blood age and glucose playing more substantial roles. 
 
5.2 Proposed Improvements  
The findings suggest that health institutions can target screening and intervention programs should be developed to 
identify high-risk individuals, particularly women with a history of gestational diabetes or multiple pregnancies. These 
programs can incorporate personalized risk assessment models that account for the complex interplay between 
variables like age, pregnancy history, glucose, and insulin levels. By incorporating these models into clinical decision-
making tools, doctors can get help in suggesting the best strategies for preventing and managing diabetes early on, 
based on strong evidence and tailored to each patient's specific needs. 
 
5.2 Validation  
To assess the predictors, five models were taken into consideration in this study: the random forest regressor, XBoost, 
for easier training and evaluation, the researchers split the data into two sets: training and testing. This allows the 
models, including Naive Bayes, decision trees, and support vector machines, to learn from the training data and 
identify patterns that might predict diabetes. The accuracy of these models was then assessed using the testing data. 
To achieve this, the data was divided at a ratio of 80% for training and 20% for testing. We were able to gain important 
insights into the relative value of features by utilising the random forest regressor, which can help direct the model 
creation process (Figure 2). 
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Figure 2. Feature importance for predicting diabetes 

 
The findings show that glucose is a significant feature in predicting diabetes. Glucose levels are closely monitored in 
individuals with diabetes to evaluate the effectiveness of treatment interventions such as medication, diet, and exercise. 
Changes in glucose levels delivered an appreciated understanding of the success or failure of the treatment plan. 
Additionally, age and body mass index were also found to be significant variables in predicting diabetes. As 
individuals get older, their bodies may become less efficient in producing or utilizing insulin, leading to a higher 
likelihood of developing diabetes. Age also contributes to the cumulative effect of other risk factors and the overall 
metabolic changes that occur over time. Age and BMI also play roles in the progression of diabetes and the 
development of associated difficulties. Older age and higher BMI are connected with an advanced risk of adverse 
outcomes such as cardiovascular diseases, kidney disease, and diabetic retinopathy. Including age and BMI as features 
in predictive models helps capture the impact of these factors on the overall disease trajectory and prognosis. 

5.3.3 Evaluation Results 
Once a machine learning model is trained, it's important to evaluate its effectiveness. This process, called model 
evaluation, involves checking how well the model performs and if it meets the standards for the task. It measures the 
model's predictive accuracy, generalization capabilities, and overall effectiveness in solving the intended problem. 
Model assessment is crucial to regulate how well the prototype is performing and whether it meets the desired criteria 
for deployment or further improvement. The following graphs show the ROC curve for five different classifiers to 
compare their performance.  
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Figure 3. ROC curve for five different classifiers 

The results show that random forest is out-competing the other classifiers with a higher area under the curve. Based 
on the results indicate that the random forest model performed better than other models at classifying data (Figure 3). 
This is because it achieved a higher area under the curve (AUC) score under the curve (AUC), which suggests that the 
random forest algorithm is well-suited for classifying whether the person is diabetic or not. AUC, or Area Under the 
Curve, is a popular way to measure how well a model distinguishes between two groups in a binary classification task. 
A higher AUC score means the model is better at differentiating between the positive and negative cases, indicating 
stronger overall performance. 
 
Time complexities for optimal analysis of the model performances. 
To provide an optimal analysis of model performances, several time complexities need to be considered. Here are the 
time complexities for common evaluation metrics used in model performance analysis: Time complexities may vary 
depending on the specific implementation, the size of the dataset, and the computational efficiency of the algorithms 
used. Additionally, other factors such as feature extraction, preprocessing, and model training time should also be 
considered for a comprehensive analysis of model performances. 
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Figure 4. Time complexities for optimal analysis of the model performances. 

 
It is important to note that reducing time complexities should not compromise the accuracy and reliability of the 
analysis (Figure 4). Accurate performance evaluation is crucial to ensure robust and trustworthy results. Therefore, 
results show that the process of training a random forest involves growing multiple decision trees simultaneously. 
However, the training time for individual decision trees and the subsequent combination of their predictions can still 
contribute to a longer overall runtime than the other four classifiers.  

Classification reports the classifiers  
Because they offer a thorough assessment of a machine learning classifier's performance, classification reports are 
significant findings in modelling. For every class in the classification job, they offer precise, recall, F1-score, and 
support metrics in detail.  

 

 
 

Figure 5. Classification report for Random Forest and Decision Tree 
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These measures aid in evaluating the model's accuracy in classifying instances into various groups, spotting biases or 
imbalances in the predictions, and comprehending the trade-off between recall and precision (Figure 5). 
 
The results show that the random forest model performed very well. It achieved a high F1 score, which means it 
effectively identified a large number of true diabetes cases while minimizing mistakes like labelling healthy people as 
diabetic (false positives) or missing actual cases (false negatives). This balance between accuracy and completeness 
is crucial. Compared to decision trees, the random forest classifier seems to be more consistent in correctly identifying 
cases across different types of diabetes (Figure 6).  
 
 

 
 

Figure 6. Classification report for Naïve Bayes and XBoost 
 
The results indicate that XBoost outperforms other models in predicting whether a patient is diabetic or not, it suggests 
that XBoost achieves higher precision and recall compared to these classifiers. A higher precision in XBoost means 
that it has a lower rate of misclassifying non-diabetic patients as diabetic compared to the other classifiers. This 
indicates that when XBoost predicts a patient as diabetic, there is a higher likelihood that the patient is truly diabetic. 
For medical diagnosis to prevent needless treatments, more precision is essential or interventions for patients who are 
not diabetic. By outperforming other classifiers in terms of precision and recall, XBoost demonstrates its effectiveness 
in accurately classifying instances and predicting diabetes. However, it is essential to thoroughly analyse the specific 
dataset and carefully interpret the results to understand the strengths and limitations of XBoost in the given context. 
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Figure 7. Classification report for Support Vector Classifier 
 
The results obtained from comparing the F1 scores of the random forest classifier with other models indicate that the 
random forest classifier performs well in accurately classifying instances across all classes (Figure 7). The random 
forest model achieved a high F1-score, which is like a scorecard for how well it identifies diabetes. This score shows 
the model is good at finding true cases of diabetes (high proportion of true positives) while minimizing mistakes like 
labelling healthy people as diabetic (false positives) and missing actual cases (false negatives).  This balanced 
approach makes the model a strong candidate for real-world use. This suggests that the random forest classifier 
outperforms the other classifiers in accurately predicting whether a patient has diabetes. The ensemble approach of 
the random forest algorithm, where multiple decision trees are combined, contributes to its enhanced performance and 
robustness. These findings highlight the effectiveness of the random forest classifier as a powerful tool for diabetes 
prediction compared to the alternative classifiers. 
 
6. Conclusion  
The objective of this reasearch was to detect patterns in diabetes data that can help to improve diabetes care. The 
analysis presented in the study offers crucial insights into the interplay of various factors influencing diabetes. The 
positive relationship between age and the number of pregnancies underscores the compounding effects of gestational 
diabetes history, pregnancy-induced insulin resistance, and age-related fluctuations in glucose metabolism, all of 
which contribute to the increased risk of type 2 diabetes over time. Additionally, the moderate positive correlation 
between BMI and skin thickness suggests that higher BMI is often accompanied by increased subcutaneous fat 
accumulation and skin thickening. Notably, glucose level demonstrates a strong positive correlation with the diabetes 
outcome, reinforcing its importance as a key predictor. However, the moderate positive correlation between glucose 
and insulin levels indicates potential multicollinearity, which should be considered when including both features in 
the predictive model. 
 
Based on these findings, the study proposes that health institutions develop targeted screening and intervention 
programs, particularly for high-risk women with a history of gestational diabetes or multiple pregnancies. These 
programs should incorporate personalized risk assessment models that integrate variables like age, pregnancy history, 
glucose, and insulin levels to guide evidence-based prevention and management strategies. The validation of 
predictive models shows that the random forest classifier performs as a potent tool for diabetes prediction. Therefore, 
the random forest model is the preferred approach for diabetes prediction based on the given dataset and analysis, 
highlighting its potential as a powerful tool for accurate and reliable diabetes prediction in healthcare settings. 
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